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To model gene transcription kinetics, empirical fitting with the Hill function or
S-system is often used. In this study, we derived an analytical expression for gene
transcription rates in a manner similar to that developed for enzyme kinetics to
describe the kinetics of gene transcription mediated by dimeric transcription factors
(TFs) such as Gcn4p, a Saccharomyces cerevisiae master gene regulator. We showed
that the analytical rate expression and its parameters estimated from several sets of
experimental data could accurately reproduce the experimentally measured promo-
ter-binding activity of Gcn4p. Furthermore, the analytical rate expression allowed us
to derive analytically, rather than fit empirically, the parameters of the Hill function
and S-system for use in modelling transcription kinetics. We found that a plot of gene
transcription rate against Gcn4p concentration gave a sigmoidal dose-response curve
with a positive co-operativity Hill coefficient (»1.25), in accordance with previous
experimental findings on the promoter binding of dimeric TFs. The characteristics of
the dose-response curve around the estimated cellular Gcn4p concentration suggest
that transcription regulation is efficiently controlled under physiological conditions.
This work is a useful initial step towards analytically modelling and simulating
complicated gene transcription networks.

Key words: enzyme kinetics, gene transcription modelling, Hill function, S-system,
transcription kinetics.
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As data for probing genetic regulatory networks is
rapidly accumulating from genome-wide high-throughput
experiments, mathematical modelling of gene transcrip-
tion kinetics is assuming a prominent role. Hill’s function
(1, 2) and the power-law-rate equations of S-system
analysis (3), with parameters obtained from fitting
experimentally observed dose-response data, are often
employed for such studies. Hill function has a long
history of been used to model the effect of co-operative
binding in enzyme kinetics since the sigmoidal oxygen
binding curve of haemoglobin was described by Archibald
Hill in 1910 (1). In recent years, it has also been adopted
to model the promoter binding of transcription activators
or repressors during gene transcription processes (2).
The Biochemical Systems Theory, also known as the
S-system, is a mathematical modelling framework with
which one can model the dynamics of a biochemical
system by using power-law expansions to describe rates
of biochemical processes (3).

An alternative treatment is the use of Michaelis–
Menten (MM) approach (4), which involves solving a set
of rate equations representing successive individual steps
of the biochemical reaction of interest. MM-like expres-
sions have been very successful in modelling enzyme
kinetics, and, because an analogy can usually be drawn

between enzyme and transcription reactions, MM-like
models have also been adopted for modelling transcrip-
tion kinetics. For example, the physical–chemical model
for bacteriophage Lambda gene regulation developed by
Shea and Ackers (5) describes, essentially, MM kinetics
(6). More recently, Ronen et al. (7) showed that it is
possible to use an MM-like model to accurately simulate
the kinetics of the DNA damage response regulated
by LexA in Escherichia coli. Furthermore, not only are
MM-like models, which describe deterministic kinetics,
useful to fit and simulate dynamical profiles of biochem-
ical reactions, they can, under certain conditions, provide
a framework to simplify and facilitate simulation of
stochastic kinetics (6, 8).

These modelling successes and the attractiveness of
using the same framework for comparative studies
between enzyme and transcription kinetics provide us
with an impetus to further explore the use of MM-like
expressions for modelling transcription reactions. In this
contribution, we present an MM-like model for gene
transcription mediated by dimeric TFs. Dimeric TFs are
widely observed in both prokaryotes (9) and eukaryotes
(10) and therefore represent an important class for
modelling gene transcription. We showed that, using a
set of fundamental rate expressions analogous to the MM
rate expressions for enzyme kinetics, together with
approximations made from considering mass balance,
pre-equilibrium between the monomeric and dimeric
forms of the TF, and a quasi-steady state, an analytical
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solution to the rate expressions could be derived. Using
the rate expression, we further showed that analytical
expressions for the parameters of the Hill function and
S-system could be derived in terms of fundamental rate
constants. For evaluation, we applied these rate expres-
sions to model the transcription mediated by Gcn4p,
a master regulator of gene expression in yeast (11),
taking advantage of the availability of the well-char-
acterized kinetics parameters and data for its promoter
binding pathways (12). We showed that the Gcn4p-
mediated gene transcription rates computed using the
analytical expressions were in good agreement both with
experimentally observed data and with results from
numerical simulations. These analytical expressions
should be useful for modelling and simulating many
complicated gene transcriptions and provide a means to
estimate and interpret Hill and S-system parameters for
modelling gene transcription kinetics.

MATERIALS AND METHODS

Model Settings—The initiation of transcription of a
eukaryotic gene requires chromatin remodelling and the
ordered assembly of the pre-initiation complex (PIC), a
structure consisting of TFs, DNA template, and RNA
polymerase (13, 14). In this work, we modelled the
process of TF binding and transcription initialization as
shown in Fig. 1. In this process, chromatin remodelling,
which involves a fast switching to an active state and
the subsequent maintenance of this state (15), was not
considered. In other words, we assumed that, during
expression, the promoter sequence of a given gene is
always exposed and available for binding by TFs and
polymerases. In this binding, TFs may slide along DNA
by one-dimensional diffusion or translocate/hop between
DNA segments by three-dimensional diffusion before
they find their target promoter (16). However, to simplify
our task and also to accommodate the use of the kinetic
parameters available for the Gcnp4 system studied
(Table 1), which are estimated from in vitro experiments
and do not include non-specific bindings (12), we
furthermore ignore the intermediate steps of TFs
searching for specific targets. Using these assumptions
and simplifications, we modelled the kinetics of gene
transcription on the binding of TFs to promoter, or DNA
occupancy, which is a major controlling factor of gene
transcription (17). Fig. 1 is essentially an extension of
the TF monomer and dimer pathway model derived from
experimental results of Cranz et al. (12), to which we
added the step of PIC formation (DT2PO in Fig. 1). This
last step has been modelled in a study in which it was
split into several individual processes and modelled
separately (18). As our aim was to derive an analytical
rate expression for gene transcription, we necessarily
simplified PIC assembly as a single step with a rate
constant k5, although, in principle, this step can be
extended to deal with the individual processes modelled
by Wang et al. (18). In addition to initiation, the process
of transcribing a gene requires other reactions, such as
elongation, pyrophosphorolysis, arrest, pause, editing,
and termination (13). However, these are reactions for
mRNA synthesis, which may be considered separately

from transcription rate modelling (19, 20). In other
words, under the condition that mRNA synthesis is
normally controlled, we can assume that a copy of mRNA
is produced once a PIC is formed. Thus, in our model,
the transcription rate is the PIC formation rate, which,
in turn, is proportional to the concentration of the
TF-promoter complex (DT2) formed prior to polymerase
loading.

According to the scheme depicted in Fig. 1, we can
model the kinetics of gene transcription by the following
steps of elementary chemical reactions:

d½T�

dt
¼ 2k�1½T2� þ k�3½DT� þ k�4½DT2�

� 2k1½T�
2
� k3½T�½D� � k4½T�½DT�

ð1Þ

Fig. 1. Reaction pathways of gene transcription
controlled by a dimeric TF. The TF in its monomeric form
is depicted by a dumbbell-shaped symbol, the dark end
representing its N-terminal DNA-binding domain and the
bright end its C-terminal dimerization domain. The two
precursors of the transcription process are promoter DNA (D)
and monomeric TF (T); the latter forms a dimer (T2) under the
monomer-dimer pre-equilibrium assumption (see text). Three
intermediates are shown: DT is the complex formed from
binding of monomer (T) to promoter DNA (D) in the monomer
pathway, DT�

2 is that formed by binding of dimer (T2) to
promoter (D) in the dimer pathway, and DT2 is the mature
complex. DT2 recruits the RNA polymerase II complex, which
unwinds the closed double-stranded DNA to form the ultimate
transcription PIC (DT2PO).

Table 1. Rate constants used in this work.

Constant Value Units Ref.

k1
a (1.6� 0.5)�107 M–1s–1 (39)

k–1
a 0.1� 0.031 S–1 (39)

k2 (3.0� 1.3)�108 M–1s–1 (12)
k–2 30� 12.5 S–1 (12)
k20 10� 8 S–1 (12)
k�20 0.1� 0.08 S–1 (12)
k3 (5.0� 1.3)�108 M–1s–1 (12)
k–3 50� 13.6 S–1 (12)
k4 (5.0� 1.3)�108 M–1s–1 (12)
k–4 0.03� 0.008 S–1 (12)
k5

b 0.121� 0.000155 S–1

aThe variance is estimated based on that of �Cp, the difference in
heat capacity between the unfolded monomeric state and the dimeric
state. The mean �Cp from experiments was 1.98� 0.60 kJmol�1K�1

(39). We used this ratio (3.3) of the mean and variance to estimate
the variance for k1 and k�1.
bEstimated in this work (see Supplement).
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d½D�

dt
¼ k�2½DT�

2� þ k�3½DT� � k2½T2�½D� � k3½T�½D� ð2Þ

d½T2�

dt
¼ k1½T�

2 þ k�2½DT�
2� � k�1½T2� � k2½D�½T2� ð3Þ

d½DT�
2�

dt
¼ k2½T2�½D� þ k�20 ½DT2� � k�2½DT�

2� � k20 ½DT�
2� ð4Þ

d½DT�

dt
¼ k3½D�½T� þ k�4½DT2� � k�3½DT� � k4½T�½DT� ð5Þ

d½DT2�

dt
¼k20 ½DT�

2� þ k4½T�½DT� � k�20 ½DT2�

� k�4½DT2� � k5½DT2�

ð6Þ

d½DT2Po�

dt
¼ k5½DT2� ð7Þ

In these rate equations, D denotes promoter DNA,
T monomeric TF, T2 dimeric TF, and PO polymerase
in the open state. The above is a set of ordinary
differential equations (ODEs) for time-dependent concen-
trations of the species involved in the transcription
process depicted in Fig. 1. Most of the rate constants of
these elementary reactions have been estimated based
on experiments that measure the promoter binding
of Gcn4p (12), but, to estimate the rate of RNA
polymerase loading, which has not yet been determined
in yeast, we adopted some assumptions and used
data from E. coli experiments (see Supplement). The
experimentally estimated kinetic constants used in
this study are given in Table 1.
Numerical Simulation and Approximations at Quasi-

Steady State—To characterize the proposed model, we
performed a numerical simulation of Equations 1–7,
using the estimated rate constants (Table 1) and the
same initial concentrations of TF and promoter
(see legend to Fig. 2) as used by Cranz et al. (12). The
numerical simulation, solved by an ODE solver
(see Supplement), yielded a time series of the concentra-
tions and formation rates of the species involved. Based
on the simulation results, shown in Fig. 2a and b,
we were able to formulate several approximations and
solve for an analytical solution. These approximations
and assumptions are described below.
Mass balance—In a closed system, the total amounts of

TF and promoter remain constant. Moreover, the
promoter concentration is typically much lower than
that of TF (since a copy of DNA can express many copies
of proteins, i.e. [D]0 << [T]0; the subscript 0 denotes the
initial condition at time 0). Consequently, for practical
purposes, we can ignore the comparatively small amount
of promoter-containing species that are associated with
TF (i.e. [DT], ½DT�

2�, [DT2], and [DT2Po]); therefore,

½T� þ 2½T2� ffi ½T�0, ð8Þ

As shown in Fig. 2b, throughout the simulation,
[T] + 2[T2] was fairly constant, although there was a
small difference from the initial amount used
(�90 vs 100 nM). This difference, as expected for a
dimeric TF, is about twice that of the amount of DNA.

Note that this difference will decrease and the approx-
imation of Equation 8 become more acceptable as the
[T]0/[D]0 ratio increases. The ratio of 20, used in the
in vitro work of Cranz et al. (12) and followed here, is
much smaller than the estimated in vivo ratio of �198
for the Gal4p system (21). Note also that the condition
of [D]0 << [T]0 is similar to that of [E] << [S] (E: Enzyme,

0

1

2

3

4

C
o

n
c.

 (
n

M
)

DT2PO
DT2
dDT2
mDT2
DT2*
DT
D

0.0 0.5 1.0 1.5 2.0 2.5 3.0

Time (sec.)

0

5

10

15

20

90

95

100

0.0

0.1

0.2

0.3

0.4

0.5

R
at

e 
o

f 
D

T
2P

O
 p

ro
d

u
ct

io
n

 (
n

M
 s

−1
)

[T]+2[T2] (8)

2[D]+[DT]+[DT2* ]+[DT2] (10)

k1[T]2-k−1[T2] (11)

k2[T2][D]+k−2′[DT2]−k−2[DT2* ]-k2 ′[DT2*] (12)

k2'[DT2*]−k−2′[DT2]−k2[DT2] (15)

k4[T][DT]−k−4[DT2] (14)

k3[D][T]+k−4[DT2]−k−3[DT]−k4[T][DT] (17)

Rate of DT2PO production

V
al

u
e 

g
en

er
at

ed
 b

y 
ap

p
ro

xi
m

at
io

n
s

(a)

(b)

Fig. 2. Kinetic profiles produced by numerical simula-
tions. (a) Time series of concentration data produced by
numerically integrating the proposed set of rate expressions
(Equations 1–7) using the kinetic constants listed in Table 1 and
the initial concentrations: [D]0 = 5 nM, [T]0 = 100 nM, and
zero for all other species (12). Corresponding species are:
DT2PO—open circles, DT2—red open triangles, dDT2—squares,
mDT2—diamonds, DT�

2—crosses, DT—close circles and D—
closed triangles. The profiles for mDT2 (contribution to DT2

formation of the monomer pathway) and dDT2 (contribution to
DT2 formation of the dimer pathway) were obtained by treating
their respective pathway separately and ignoring the subse-
quent formation of PIC (DT2PO). The two profiles served to
check consistency with the previous results (12). (b) Dynamic
profiles produced to examine the validity of the assumptions
incorporated for deriving the analytical rate expressions.
The rate of DT2PO production is shown on the right ordinate.
The shaded region near 1 s indicates the time interval when
the system reaches a quasi-steady state. Shown are values
of the expressions in the left hand side of the equations:
dark blue for Equation 8 ([T] + 2[T2]); pink for Equation 10
2½D� þ ½DT� þ ½DT�

2 � þ ½DT2�
� �

; green for Equation 11 (k1[T]2�
k–1[T2]); yellow for Equation 12 ðk2½T2�½D� þ k�20 ½DT2��

k�2½DT�
2 � � k20 ½DT�

2�Þ; brown for Equation 14 (k4[DT][T] –
k–4[DT2]); blue for Equation 15 ðk20 ½DT�

2 � � k�20 ½DT2� � k5½DT2�Þ;
red for Equation 17 (k3[D][T] +k�4[DT2] – k�3[DT] – k4[T][DT]).
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S: Substrate) normally observed in enzyme kinetics. It
should be noted, however, that this approximation may
not be valid for all transcription processes, such as those
involving a low-abundance transcription factor binding to
a multitude of genes.

The sum of DNA and its containing species should also
be equal to the initial amount of promoter DNA ([D]0):

½D� þ ½DT� þ ½DT�
2� þ ½DT2� þ ½DT2PO� ffi ½D�0 ð9Þ

The results of the numerical simulation led us to
assume that, near the steady state, ½DT2PO� ffi ½D�

(Fig. 2a, time near 1s). This assumption also makes it
possible to reduce the number of variables for deriving
an analytical solution. Note that this assumption breaks
down at very-low and very-high TF concentrations, since,
at a very low [T]0, transcription is not activated, the
free DNA concentration ([D]) will be high, and the active
complex concentration [DT2PO] will be low, whereas, at a
very high [T]0, most of the promoter will be bound
and converted to PIC, giving rise to a low [D] and high
[DT2PO]. However, since we are interested in modelling
the kinetic behaviour of transcription activation, an
intermediate [T]0 similar to that found in cells should
be the most important consideration. With this assump-
tion, Equation 9 becomes:

2½D� þ ½DT� þ ½DT�
2� þ ½DT2� ffi ½D�0 ð10Þ

As shown in Figure 2b; after a brief induction, the sum
of the terms on the left side of this equation, though
slowly decreasing, was maintained around [D]0, the
initial promoter concentration (5 nM) used in the
simulation.
Pre-equilibrium between the monomeric and dimeric

forms of transcription factors—Following the work of
Cranz et al. (12), we assumed there exists a pre-
equilibrium between the monomeric and dimeric forms
of Gcn4p before its interaction with DNA. It follows that
(see Fig. 1):

k1½T�
2
� k�1½T2� ffi 0 ð11Þ

As shown in Fig. 2b, this approximation held well in
the numerical simulation.

Quasi-steady state

At about 1 s, the amount of DT2 reached its maximum
(Fig. 2a), as did the rate of DT2PO formation (Fig. 2b). At
the same time, the concentrations of the intermediates,
DT and DT�

2, approached a very-low constant value
(Fig. 2a). These results are characteristics of a steady
state, and are similar to the situation in enzyme kinetics,
in which both the steady-state and equilibrium state of
the enzyme-substrate complex provide important approx-
imations in developing enzyme kinetics models (22).

At a quasi-steady state, the net flux of ½DT�
2� and [DT2]

should approach zero:

d½DT�
2�

dt
¼ k2½T2�½D� þ k�20 ½DT2� � k�2½DT�

2� � k20 ½DT�
2� ffi 0

ð12Þ

d½DT2�

dt
¼k20 ½DT�

2� þ k4½DT�½T�

� k�20 ½DT2� � k�4½DT2� � k5½DT2� ffi 0
ð13Þ

Since the overall rate of the monomer pathway is
limited by a flux generation step for the binding of
monomeric TF to DNA (because k�3/k3 >>k�4/k4,
Table 1), we could assume that the reactions between
[DT2] and [DT] (involving k4 and k�4) reach ‘‘rapid
equilibrium’’ (22) and therefore Equation 13 could be
replaced by Equations 14 and 15,

k4½DT�½T� � k�4½DT2� ffi 0 ð14Þ

k20 ½DT�
2� � k�20 ½DT2� � k5½DT2� ffi 0 ð15Þ

Figure 2b shows that Equations 12, 14 and 15 are
reasonable approximations once the transcription process
approaches the quasi-steady state.
An Analytical Rate Expression—The six concentration

variables of ([T], [D], [T2], ½DT�
2�, [DT], and [DT2]) were

obtained by solving Equations 8, 10–12, 14 and 15. Using
the ‘Solve’ routine of Mathematica 5.2 (Wolfram
Research Inc., Champaign, IL, USA), which can handle
equations involving symbolic functions, we obtained two
solutions, but one was not physically feasible (non-zero
transcription rate at zero [T]0; data not shown). The
feasible solution, i.e. the resulting analytical rate
expression for gene transcription rate, was:

V½T�0 ¼ k5½DT2� ¼
2k1k2k5½D�0½T�

2
0

a½T�20 þ b½T�0 þ c
ð16Þ

where
a ¼ 2k1k2ðKD þ 1Þ
b ¼ 8k1KN þ k2 K4 Kp;
c ¼ 2KNKp,

and KD ¼ ðk5 þ k�20 Þ=k20 , KN = k�2KD + k5, K4 = k�4 /k4.
These are three constants for the dissociation of DT2,
with KD and KN being mainly associated with the dimer
pathway and K4 with the monomer pathway.

Kp ¼ k�1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
�1 þ 8k1k�1½T�0

q

is a term resulting from the pre-equilibration between
[T] and [T2] (see Supplement). We note that, if the
steady-state condition for [DT],

d½DT�

dt
¼k3½D�½T� þ k�4½DT2�

� k�3½DT� � k4½T�½DT� ffi 0
ð17Þ

and Equation 13 were used in place of Equations 14
and 15, one obtained a much more complex solution
that did not allow further analytical manipulation.
Moreover, the numerical result of the more complex
solution, using the same sets of rate constants for Gcn4p,
was essentially the same as that computed using
Equation 16 (see Discussion section), further supporting
that the assumption of ‘rapid equilibrium’ made
regarding k4 and k�4 in the monomer pathway was
reasonable.
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Analytical Expression for the Hill Function
Parameters—With the analytical rate expression
(Equation 16), an analytical expression for the Hill
coefficient (H), which measures the degree of co-
operativity, and the median effective concentration of
regulator (k), which produces half promoter occupancy,
can be derived. The Hill coefficient, H, is defined as
(23, 24):

H ¼
d ln½Z�

d ln½T�0
¼

d ln½Z�

d½T�0
� ½T�0, ð18Þ

where

Z ¼
Y

ð1 � YÞ
and Y ¼

V½T�0

V½T�0!1

, ð19Þ

and Y, the fractional gene transcription rate, represents
the fraction of promoter occupied by PIC, while the
maximum transcription rate, according to Equation 16, is

V½T�0!1 ¼ lim
½T�0!1

V½T�0 ¼
k5k20 ½D�0

k5 þ k�20 þ k20

¼
k5½D�0

KD þ 1
, ð20Þ

Plugging Equations 20, 19 and 16 into Equation 18,
we can obtain an analytical expression for the Hill
coefficient as a function of [T]0 and rate constants:

H ¼

k�1ðk1k2K4½T�0ð4k1½T�0 þ KPÞ

þ4KNð2k1KP½T�0 þ k�1ð4k1½T�0 þ KPÞÞÞ

ðKP � k�1Þðk1k2K4KP þ 2k�1KN ð4k1½T�0 þ KPÞÞ

ð21Þ

The median effective concentration of regulator (k) can
also be obtained by solving Equation 19 for [T]0 by
setting Z= 1 (23):

� ¼

k�1ð1 þ KDÞð
ffiffiffiffiffi
k1

p
ðk2k4 þ 8KN Þ þUÞ

þ2ðk3=2
1 k2K2

4 þ k1K4UÞ

2k�1k2

ffiffiffiffiffi
k1

p
ð1 þ KDÞ

2

where U ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2ðk1k2K2

4 þ 8k�1KNð1 þ KDÞÞ

q
, ð22Þ

Analytical Expression for the S-system Parameter—The
power-low rate equations of the S-system (see
Supplement) allow non-integer or even negative (for
inhibition) kinetic orders to be used in the modelling of a
biochemical process such as a metabolic reaction or gene
transcription (3). The kinetic order (g) of the S-system is
defined as (25):

g ¼
d lnV½T�0

d ln½T�0

����
C

¼
dV½T�0

d½T�0

����
C

�
½T�0
V½T�0

ð23Þ

where C is the TF concentration at which the first-order
approximation is made. With this definition and
the derived transcription rate expression (Equation 16),
the kinetic order of the S-system can also be expressed as
a function of [T]0 and rate constants:

g ¼

k�1ðk1k2K4½T�0ð4k1½T�0 þ KPÞ

þ4KNð2k1KP½T�0 þ k�1ð4k1½T�0 þ KPÞÞÞ

ðKP � k�1Þðk1k2K4KP½T�0
þ2k�1ðk1½T�0ðk2½T�0ð1 þ KDÞ þ 4KNÞ þ KNKPÞÞ

ð24Þ

RESULTS

Validation Against Experimental Data—We tested the
derived analytical expressions by comparing them
against quantitative experimental data. A series of
time-course data measuring the Gcn4p-mediated
response in yeast, including the Gcn4p concentration
obtained from western blotting and the corresponding
TRP4 promoter binding activity of Gcn4p determined by
gel retardation assay, has been reported (26). When the
reported arbitrary concentration units were multiplied
by a factor of 3, we not only produced the best
comparison with the measured transcriptional activities,
but the Gcn4p concentrations obtained were consistent
with the estimated range for the cellular concentration
(see Supplement). For the Gcn4p-mediated response, the
time course of the normalized amount of Gcn4p-bound
TRP4 promoter measured by Albrecht et al. (26) was
considered as a normalized transcription rate according
to our model (Equation 7), which could then be directly
compared with Y, the fractional gene transcription rate,
as defined by Equation 19, or

Y ¼
V½T�0

V½T�0!1

¼
2k1k2ðKD þ 1Þ½T�20
a½T�20 þ b½T�0 þ c

, ð25Þ

where [T]0 in this comparison is the Gcn4p concentration
in arbitrary units multiplied by a factor of 3. The
comparison is shown in Fig. 3.

Fitting the Hill function or S-system (Equations 28 and
29 in Supplement) to experimentally observed data for
transcription activities is a common practice. Fig. 3 also
presents such a fit for both the Hill function and
S-system (see Supplement for fitting procedures).
As shown in Fig. 3, using the kinetic constants estimated
in Table 1 and the scaling factor of 3, Equation 25
reproduced the experimental data well, as did the direct
fitting with the Hill function and S-system. Furthermore,
as shown in Table 2, the values for the parameters of the
Hill function and S-system computed from the analytical
expressions (Equations 21, 22 and 24) using the kinetic
constants of Table 1 and the estimated cellular concen-
tration of Gcn4p agreed well with those determined
by directly fitting the two empirical functions to experi-
mental data. The derived value for the Hill coefficient
(�1.25) suggested a positive co-operativity in Gcn4p
binding, a result in accordance with previous experi-
mental studies (12, 27). These results indicated that
our analytical expressions were capable of accurately
characterizing the kinetics of Gcn4p binding to promoter
in yeast.
Sensitivity of the Analytical Expressions to the

Estimated Kinetic Constants—To gauge the sensitivity
of the analytical expressions to the estimated kinetic
constants (Table 1), we imposed a Gaussian distribution
on each of the estimated rate constants according to
their measurement uncertainties, and computed, from
the analytical expressions, the parameters of the Hill
function and S-system for 10 000 randomly selected sets
of these kinetic constants (see Table 1 and legend to
Fig. 4). As shown in Fig. 4, the statistical distribution
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of these parameters (H, g and k) encompassed, within a
95% confidence interval, the values that best fit
the experimentally observed transcription activities
(i.e. Fig. 3), showing that our model and the derived
analytical expressions were fairly robust. The parameter
k varied in a much larger range, and this is because a
rate constant, k2, in the denominator of Equation 22
can come close to zero during the Gaussian random
sampling, whereas the large variation of g reflects the
fact that S-system has one less parameter than Hill
function to describe the kinetics.
Dose-Response Curves—To further evaluate the ana-

lytical expressions, we repeated the numerical simulation
of Fig. 2a at various initial TF concentrations.
Recording the rate of DT2PO formation, or, equivalently,
k5[DT2] (equation (7)), at the quasi-steady state for each
[T]0 simulation run, a dose (TF concentration) – response
(rate of transcription) curve was produced from these
numerical simulations. Fig. 5 shows that, without
fitting any parameters, the analytical rate expression
(Equation 16) reproduced the numerical simulations

well, with deviations only at very high TF concentra-
tions. The curves produced by the analytical expressions
for the Hill function (using Equations 21 and 22) and
the S-system (using Equation 24) were also as good as
those fitted directly against the numerical simulations
(see Supplement for fitting procedures). Likewise,
as summarized in Table 2, the values of the Hill function
and S-system parameters computed from the analytical
expressions agreed well with those obtained from
fitting to experimental data (Fig. 3) or to numerical
simulations (Fig. 5).

It has been suggested from metabolic control analysis
(MCA) (28) that the elasticity ("), or kinetic order (g) (25),
of an irreversible enzyme is related to the Hill coefficient
(H) by the fractional saturation (Y) with substrate,

"ðor gÞ ¼ ð1 � YÞ �H ð26Þ

Analogously, the kinetic order of a gene transcription
reaction is the elasticity of a gene promoter (enzyme) to
a TF (substrate). As shown in Fig. 6, the analytical
expressions derived for gene transcription kinetics
closely followed this MCA relationship, indicating that,
as in metabolic enzyme kinetics, g is similar to H at
low transcription rates, but becomes progressively
smaller as the transcription rate increases. However,
unlike metabolic enzyme kinetics, our analytical expres-
sions for gene transcription predicted high H and g
values (�2.0 vs� 1.0 for metabolic enzyme kinetics (28))
at very low TF concentrations (10–3–10–2 nM). This may
reflect a fundamental difference between the two
systems: in gene transcription mediated by a dimeric
TF, the production of mRNA requires the binding of two
TF molecules, while in enzyme kinetics, at a low
substrate concentration, the binding with one substrate
can still lead to a product molecule.

DISCUSSION

Above, we showed that a simple analytical rate expres-
sion can be derived to accurately model the dynamics of
gene transcription mediated by a dimeric TF, such as
Gcn4p, a master gene regulator of yeast. Although in the
present work we have focused only on the promoter
binding of Gcn4p, a homodimer TF, it should not be
difficult to extend our work to model a heterodimeric
gene transcription system such as Fos/Jun (10) and its
more complex combinatorial binding (29). In this exten-
sion, the rate expression would involve the concentration
of two different TFs, [Fos] � [Jun], and at least two,
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Fig. 3. Gcn4p-mediated transcription activities: model vs
experiments. The observed Gcn4p concentrations (crosses;
right ordinate) are those given in arbitrary units by Albrecht
et al. (26) multiplied by a factor of three (see text and
Supplement). The transcription activities are the normalized
promoter (TRP4) binding activities of Gcn4p measured by
Albrecht et al. (triangles). The transcription activity curves for
the Hill function (dashed curve) and S-system (dotted curve)
were derived by fitting to the experimental data, while that for
the analytical rate expression (solid curve) was computed by
Equation 25 using various observed Gcn4p concentrations as
input.

Table 2. Hill and S-system parameters derived by fitting to experimentally observed data or to numerical simulations,
or from computation with the analytical expressions.

Model Parameters Fit to
experiments (Fig. 3)

Fit to simulations
(Fig. 5)

Analytical expressions

[T]0 at 9.5 nMa Distribution of parameters
(Fig. 4) Median (range of the

middle 95%)

S-system Kinetic order (g) 0.69 0.87 0.84 0.85 (0.41–1.27)
Hill Hill coefficient (H) 1.24 1.26 1.27 1.27 (1.16–1.43)

Kappa (k), nM 15.17 16.78 16.05b 16.85 (5.46–165.05)
aEstimated cellular concentration of Gcn4p (See Supplement).
bCalculated from Equation 22, which is independent of [T]0.
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Fig. 4. Distribution of the Hill function and S-system
parameters. These statistical distributions were obtained by
computing the analytical expressions (Equations 21, 22 and 24)
at [T]0 = 9.5 nM and using each of 10 000 randomly
generated sets of rate constants produced by imposing a
Gaussian distribution on the mean and one standard deviation
of each rate constant listed in Table 1. The regions
bracketed by the dashed lines represent the 95% confidence
interval of the distribution. The vertical lines are the
values obtained by direct fitting to the experimental data as
described in Fig. 3.
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Fig. 5. Dose-response curves: analytical expressions vs
numerical simulations. The rate of PIC formation was plotted
as a function of TF concentration for numerical simulations (red
solid line, see text), the analytical rate expression (Equation 16,
blue solid line), and both direct fitting and analytical computa-
tions of the Hill function (both brown; fitted results in a dashed
line and analytical results in a solid line) and of S-system (green
curves). For the direct fitting of S-system, only the range of
experimentally measured Gcn4p concentrations, 2.73–20.50 nM
(see Fig. 3), was fitted, since S-system, with just two
parameters, operates as a local approximation [Equation 29 in
Supplement and ref. (25)].
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Fig. 6. Relationship between the Hill coefficient and the
kinetic order of the S-system. The analytical expressions,
Equations 21 and 24, were used to compute H (circles) and g
(squares), respectively, using the rate constants in Table 1 and
a TF concentration ranging from 0.001 to 5000 nM. The solid
line is the relationship derived from a MCA(g= (1�Y)�H)
(28). Between the two dashed vertical lines is a region for the
estimated range of cellular Gcn4p concentrations of
7.87–17.73 nM (see Supplement). The numerically simulated
dose-response curve from Fig. 5 (formation rate on right
ordinate; triangles) is shown for reference.
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not one, monomer pathways (Jun binding first and
Fos binding first, respectively).

Several features of the derived analytical rate expres-
sion (Equation 16) are worthy of comment. Firstly,
Equation 16 is similar to the rate laws derived
for enzyme reactions, which are often expressed as a
ratio of polynomials of substrate concentration (30).
In our equation, both the numerator and denominator
are second order polynomials of TF concentration,
reflecting a complex kinetics probably arising from the
nature of a dimeric TF. This is analogous to enzyme
reactions, in which the power of the polynomials equals
the number of interacting substrate molecules (22).
Secondly, Equation 16 satisfies the expected lower

limit, i.e. lim
½T�0!0

V½T�0 ¼ 0, since the rate of transcription

should be zero when TF concentration is zero. Thirdly,
at an extremely high TF concentration, in an ideal
situation, all promoters are bound prior to the formation
of PIC, giving rise to ½DT2� ffi ½D�0 and a maximal
transcription rate Vmax ffi k5½D�0 (from Equation 7).
Given that k20 >> k5,k�20 (Table 1), hence kD << 1,
Equation 20 is in accordance with this upper limit
condition. Note that, in this hypothetical situation, the
concentration of DT2PO is assumed to be zero; however,
in real situations, its concentration is finite and this
will result in a smaller maximal transcription rate
than that predicted by the analytical expression.
In other words, at high TF concentrations, which may
render a low [D] and non-negligible [DT2PO] and
consequently invalidate the assumption of ½DT2PO� ffi ½D�

(see Materials and Methods section), our analytical rate
expression will overpredict the transcription rate, as
observed in Fig. 5.

A key foundation of our model is the employment
of a quasi-steady-state condition, as opposed to the
equilibrium state used previously (31). Both equilibrium
state and steady state are important approximations
of enzyme kinetics. As Segel (22) pointed out, an
equilibrium model is actually a special case of the
steady-state treatment for conditions which in our case
would be k5 << k�20 . Our values for k5 and k�20 were
quite similar (0.121 vs 0.1; Table 1), suggesting that
the equilibrium condition may not be generally employ-
able for modelling transcription kinetics. In enzyme
kinetics, equilibrium is usually established rapidly (28)
and therefore the equilibrium model can easily be
employed. In gene transcription, however, equilibrium
is typically reached over a long time scale [several
minutes in the work of Cranz et al. (12)], whereas our
simulation showed that a quasi-steady state could occur
in only a few seconds (Fig. 2). Thus, in working with
typical experimental results that dissect transcription
dynamics on a timescale of hours, equilibrium and
steady-state approaches are both acceptable. Indeed, an
equilibrium model that ignores the influence of k5

yielded a dose-response curve overall similar to that of
the quasi-steady-state model (see Fig. 7). However, this
is not a general result, since the equilibrium model
ignores an essential part of the reaction flux (k5), which
did elicit noticeable difference in the details
of the resulting dose-response curves, particularly in
the region of physiologically relevant concentrations

(Fig. 7). It follows that if the experimental measurements
were made in a very short timescale for systems such
as the gene activity regulated by Gcn4p studied here,
the equilibrium approach may not be as applicable as the
quasi-steady-state approximation.

The Gcn4p concentration was estimated to be �9.5 nM
for yeast after 2 h of amino acid starvation
(see Supplement). This estimated value is lower than,
but reasonably close to, the median effective concentra-
tion (k= 15.17 nM) derived from directly fitting the Hill
function to experimentally observed Gcn4p-mediated
transcription activities (Fig. 3). This is similar to the
observed substrate concentrations in enzyme kinetics,
where in vivo levels of substrate are usually similar to,
or lower than, the half-effective concentration (32, 33).
These in vivo levels of the TF concentration may underlie
a physiological mechanism for transcriptional regulation,
since, at such concentrations, a small change in TF
levels could lead to a large change in transcription
rate (Fig. 6). Thus, transcription appears to be efficiently
controlled physiologically, and TF concentration
probably plays a key role in this control.

Obviously, our model gives a highly simplified
description of a transcription process that often involves
co-operative binding of multiple transcription activators
and repressors. Moreover, individual transcriptions
could sum up to generate an all-or-none transcription
switch in a population of cells (2). Stochastic simulations
have illustrated that fluctuations in TF binding could
play a role in such a binary response in the expression
of an inducible gene (34), and pulses in mRNA produc-
tion contribute to the noise of gene expression (35–37).
Nevertheless, although our deterministic model simply
describes the averaged behaviour of gene transcription in
a cell, models of random perturbation can be introduced
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Fig. 7. Dose-response curves using different approxima-
tions. Dose-response curves from three different solutions to
equations 1–7 are plotted. The solution derived in the main text
(Equation 16) is solution I. In solution II, Equations 13 and 17
were used in place of Equations 14 and 15 to solve for the quasi-
steady-state approximation. This resulted in a much more
complicated formula (not shown) than Equation 16. Solution
III is an equilibrium model where the reaction flux described in
Equation 7 was ignored, and all the other reactions were at
their equilibrium.
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into the deterministic analytical expression to allow a
simplified approach for simulating stochastic chemical
kinetics (6). The analytical expressions could also
provide a rate law-based foundation for employing the
Hill function and S-system to model gene transcription
kinetics and allow estimation of their parameters in
the absence of experimental dose-response data. It
should also be possible to incorporate other modelling
works (e.g. 16, 18, 38) to derive a more elaborate
expression that can be applied to describe in vivo
transcription processes and their kinetics better and in
more details.

Supplementary data are available at JB Online.
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